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Abstract

The Natural History Museum holds over 80 million specimens and 300 million pages of

scientific text. This information is a vital  research tool  to help solve the most important

challenge  humans  face  over  the  coming  years  –  mapping  a  sustainable  future  for

ourselves  and  the  ecosystems on  which  we  depend. Digitising  these  collections  and

providing the data in a structured, computable form is a mammoth challenge. As of 2020,

less than 15% of available specimen information currently residing on specimen labels or

physical  registers  is  digitised  and  publicly  available  (Walton  et  al.  2020). Machine

learning applications can deliver a step-change in our activities’ scope, scale, and speed

(Borsch et al. 2020).

As part of SYNTHESYS+, the Natural History Museum is leading on the development of a

cloud-based  workflow  platform  for  natural  science  specimens,  the  Specimen  Data

Refinery (SDR) (Smith et al. 2019). The SDR will provide a series of Machine Learning

(ML) models, ranging from semantic segmentation to identify regions of interest on labels,

to  natural  language processing  to  extract locality and  taxonomic text entities from the

labels, and image analysis to identify specimen traits and collection quality metrics. Each

ML task is atomic, with users of the SDR selecting which model would best extract data

from their  digitised  specimen  images, allowing  the  workflows  to  be  used  in  different

institutions worldwide. It also solves one of the key problems in developing ML-based

applications: the  rapidity  at which  models  become  obsolete. New  ML  models  can  be

introduced into the workflow, with  incremental  changes to  improve processing, without

interruption or refactoring of the pipeline.

Alongside specimens, digitised images of pages of scientific literature provide another

vital source of data. Functional traits mediate the interactions between plant species and

their  environment and  play  roles  in  determining  species’  range  size  and  threatened

status. Such information is contained within the taxonomic descriptions of species and a

natural  language  processing  library  has  been  developed  to  locate  and  extract  plant

functional traits from these texts (Hoehndorf et al. 2016). The ML models allow complex
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interrelationships between taxa and trait entities to be inferred based on the grammatical

structure of sentences, improving the accuracy and extent of data point extraction.

These two projects, like many other applications of ML in natural history collections, are

focused  on  the  extraction  of  visible  information,  for  example,  a  piece  of  text  or  a

measurable trait. Given the image of the specimen or page, a person would be able to

extract the self-same information. However, ML excels in pattern matching and inferring

unknown characters from an entire corpus. At the museum, we have started exploring this

space,  with  our  voyagerAI  project  for  identifying  specimens  collected  on  historical

expeditions of scientific discovery (e.g., the voyages of the Beagle and Challenger). This

process fills in the gaps in specimen provenance and identifies 'lost' specimens collected

by some of the most famous names in biodiversity history. Developing new applications

of ML to uncover scientific meaning and tell the narratives of our collections, will be at the

forefront of our scientific innovation in the coming years. This presentation will  give an

overview of these  projects, and  our future  plans for using  ML to  extract data  at scale

within the Natural History Museum.
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