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Abstract

Managing sequence data, associated metadata, bioinformatics analyses and results can

be challenging. In a One Health context, the challenge is even larger as there are many

actors  involved, many diverse  types of  results  need  to be  produced,  and the  ensuing

process  data,  such  as  software  versions  and  options have  to be  tracked  for  auditing

purposes. In addition, results must often be produced rapidly to be actionable, and non-

bioinformaticians should be able to perform the the analyses. Therefore,  a graphical user

interface (preferably web system) with pipelines and visualization tools are needed to do

these analyses. The  Public  Health  Agency  of Canada  has  together  with  other  actors

developed the web based  system IRIDA  (https://www.irida.ca) which uses  Galaxy  for

analyses. IRIDA  comes  with a set  of  pipelines,  visualization  tools  and a project

based data  management  system  that  allows  for  fine  grained  data  access

control, which satisfies many of  the  requirements  that  a  One  Health  bioinformatics

platform dictates.  

However, as is often the case with a system meant to satisfy high demands, the platform

is not trivial to set up and adapt for local use. In our setup, we are using two web servers,

two  database servers and  one  file  server. The  IRIDA  web  server provides the

user interface. The  Galaxy  web  server  receives  commands  from  IRIDA,  executes  the

commands  and  returns  results.  Each  web  server  has a  database  that  keeps  their

respective  metadata: user information, file  locations  and  results.  The  actual  files

are stored  on the  fileserver. This  spoke-and-wheel infrastructure was implemented

to ensure minimum disruption of service if a component should go down.  

To  get  the  necessary  compute  resources for  this  system,  we are contracting with  the

Norwegian  Research  and  Education  Cloud (NREC),  which  offers  Infrastructure  as  a

Service (IaaS)  services  for  Norwegian  institutions  and  universities. NREC  utilizes

template  VM  images  which  can  be instantiated according  to  need. The  automated
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configuration  and orchestration of  images ensure that  we  can  have  dynamic  access

to resources according  to  need. This dynamic  scaling

is accomplished through collaboration with Elixir  Norway. They  have implemented

the Pulse software which can check usage  and  instantiate and  take  down virtual

machines as needed. 

At the Institute, we have spent close to two years on exploring and setting up this system.

We have learned that it is important to not underestimate the amount compute resources

needed  to  get  a  solid  setup.  However, having  enough  compute  is  irrelevant

without knowledgeable staff. IRIDA  comes  with  many  features,  which  require

considerable prior knowledge to adapt and set up in a local infrastructure. This includes

knowledge on webservers, database systems, linux administration and Galaxy systems

administration. The  complexity dictates  that these systems need  to  be  set  up  and

managed by in-house IT trained staff that will be able to tend the system along the way. It

is also very important to maintain interactions with the users of the system, to ensure that

the  setup  produces  results  that  are  useful  to  the  users. To accomplish  this,

bioinformaticians are  needed to  develop  pipelines and  visualizations that give  results

that will on their own be easy for users to interpret in a biologically correct manner. Last

but not least - such systems require a significant investment from the institution, thus it is

important to showcase the benefits that the system will provide.   
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